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Part 1,

Motivation

¢ Celebrity's private image leakage

¢ |ID/PW-based access control

¢ Risk in cryptographic key management

¢ Server: Secret key protection
Client: Device loss and hard to applicable to MDE

AL

DPW: koo T ———
Decryption Key: CWhat you have ) ¢ Real-value based Error Correcting Code

_ _ ¢ Fuzzy extractor (IronMask) for biometric-based data encryption
BlOmetnCS. Who you aré MDE: Multi-Device Environment
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Motivation

2014 2015 S 2020
— . ,
DeepFace! VGG-Face? Positve ' GroupFace’
Learning 'g;,"’
CVPR BMVC . o) X CVPR
o - __Negative / 01
ANCROT positive SphereFace CosFace
62
Immnf,;:’;:;‘:, Enriched Representation
2015 2017 2018 2019 EEEEEE
BAE 6 H60C KKl /
® 3 ey Grou-aare
¢ . Deeper layer than FaceNet SphereFace* | CosFace® ArcFace’ 6002000060
DeepFace CVPR CVPR CVPR CVPR Latent Groups
Softmax

[1] Taigman, Y., Yang, M., Ranzato, M. A., & Wolf, L. (2014). Deepface: Closing the gap to human-level performance in face verification. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 1701-1708).

[2] Parkhi, O. M., Vedaldi, A., & Zisserman, A. (2015). Deep face recognition.

[3] Schroff, F., Kalenichenko, D., & Philbin, J. (2015). Facenet: A unified embedding for face recognition and clustering. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 815-823).

[4] Liu, W., Wen, Y., Yu, Z., Li, M., Raj, B., & Song, L. (2017). Sphereface: Deep hypersphere embedding for face recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 212-220).

[5] Wang, H., Wang, Y., Zhou, Z., Ji, X., Gong, D., Zhou, J., ... & Liu, W. (2018). Cosface: Large margin cosine loss for deep face recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 5265-5274).

[6] Deng, J., Guo, J., Xue, N., & Zafeiriou, S. (2019). Arcface: Additive angular margin loss for deep face recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 4690-4699).

[7] Kim, Y., Park, W., Roh, M. C., & Shin, J. (2020). Groupface: Learning latent groups and constructing group-based representations for face recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 5621-5630).



Part 1,

Motivation

Real Input Real Input
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Preliminary

Security Requirements

¢ [rreversibility: It is computationally infeasible to recover original biometric data from the protected
template.

+ Revocability: It is possible to issue new protected templates to replace the compromised one.

+ Unlinkability: It is computationally infeasible to retrieve any information from protected templates
generated in two different applications.
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Deep Face Template

v Space: S°11 (subset of R>12)
® —— Enrollment

+ Threshold: ~ 80" (degree)

— Verification

® Codeword

How to control the noise?

+ Applying an error correction code

+ Reed-Solomon Code, etc _
Binary Space
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lronMask

Construction

¢ Design a new error correcting code over S~ for real-valued template

+ Generate an orthogonal matrix that keep angular distance between templates after transformation

Error correction

Real Value Template Space Binary Template Space Codeword Space

[CVPR21] Kim, Sunpill, Yunseong Jeong, Jinsu Kim, Jungkon Kim, Hyung Tae Lee, and Jae Hong Seo. "IronMask: Modular architecture for protecting deep face template.” In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
16125-16134. 2021.
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IronMask

ECC for s71

¢ Error correcting code over S™1 with the cosine similarity metric

+ For any positive integer a, C, is defined as a set of all unit vectors whose entries consist of only

1 1 . .
three real numbers 7 0, and = Then, each codeword in C, has exactly @« nonzero entries.

e.g., G, over S3 ={(+1,0,0,0), (0,+1,0,0), (0,0,+1,0), (0,0,0,+1)}

3 gL L R L1
62 OVGI‘S _{(\/E’\/E’ O, O), (\/51 01 \/—7 O)a =y (01 01 \/E’ \/E)}

512
1G] = ( i ) x 216 ~ 115 €, C S511




IronMask

Transformation to codeword

¢ (Generate an

among rotation matrices that rotate template to codeword
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I Analysis of IronMask

Deep Face Template Protection in the Wild

Type | Dataset | TARQFAR Type® i D(L*|A(L)/M(L)* Sec*® |Dataset | TARQFAR
AeeDE e
H3@ J_ : : o . : ge 3@
— 9700073 IM | 16 | 20.36 | 42.15/55.28 | 115-bit | mms—s 5500

=" 95.13@0 [JB-C | 70.56Q1e-7
CPp_pp| 08110363 18 1 19.19 | 40.97/53.10 [127-bit 48.79@0
ArcFace 06.49@0 17 [ 19.75 | 41.50/54.16 121-bit 53.08@0
97.72QT1e-3 15 | 21.04 | 42.62/56.57 | 109-bit 58.64@0
96.60@1e-4 GIM 14 2262 [43.17/57.17 103-bit| LFW [ 63.09@0
[JB-C [ 94.93@Te-5 13 | 23.56 | 43.62/58.36  97-bit 72.59Q@0
90.55Q1e-6 12 [ 24.62 | 44.15/58.68  91-bit 77.72@Q0
76.48QTe-7 11 [ 25.84 [ 44.62/60.84  34-bit 82.08@0

Table 1. ArcFace

Table 2. IronMask and Generalized IronMask

3 IM’ and *GIM’ indicate IronMask and generalized IronMask, respectively.
* D7, ‘A’, ‘M, and ‘Sec’ indicate minimum distance, average(A)/max(M) value of
angles between two vectors of accepted pair, and security, respectively.
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I Analysis of IronMask

Datasets

Angle distributions of positive and negative pairs from datasets
The x-axis and y-axis represent angle and number of both positive and negative pairs each

The graphs for CFP-FP and AgeDB are much more overlapped than those of Multi-PIE and FEI

IronMask used Multi-PIE and FEI as testsets
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I Analysis of IronMask

Codeword for s*1

¢ For fixed dimension n, number of non-zero element is strongly related to both security and accuracy in
completely opposite ways

¢ Let ¢[" := ¢; over S™ 1. Then, we can manipulate threshold for balancing between security and
performance using C* withn > m

e.g., |c21?| = (51162) x 216 ~ 2115 providing at least 115-bit security against known attacks

~ (51102) x 210 =~ 278 providing at least 78-bit security against known attacks
(1024

bl

(46%6

10

) x 214 =~ 2118 providing at least 118-bit security against known attacks

) x 212 ~ 2115 providing at least 115-bit security against known attacks

) x 210 ~ 2108 ‘providing at least 108-bit security against known attacks
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I Abstract Construction

Pipeline of Ours

¢+ Our main ingredient to go beyond lronMask is a combination of generalization of real-valued ECC
and newly proposed template expander TE that takes template as an input and generates an
expanded template in a secure way

+ By expanding the dimension, we get more flexibility in choosing hyper-parameters to trade off
between security and accuracy.

Protect fort € R" Template TE(t) e R™ > Enrollment Protected template
t and t’ are non-protected . Il e m : " - 256
template from ArcFace. Input: t,m and i Expander N and C; Algorithm PeOo(n), r €[01]
m and i are hyperparameter / : : , =
to manipulate threshold »| Verify fort’ € R" Template » TE(t') ER™, ,| Verification » Accept

Input: t',m and i Expander P,r,and ¢ Algorithm or Reject
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I Linear Approach

Semi-orthogonal matrices

We can consider semi-orthogonal matrices W € R™™ as efficiently computable isometry between
fromR™to R" forn > m

However, using a semi-orthogonal matrix cannot be security enhancing.

In the face recognition system, there is no secret except the template the target of privacy protecting,

and thus it is reasonable to assume conservatively that the attacker can easily access to the semi-
orthogonal matrix W

In paper, we show that W can be used to reduce the computational cost for breaking the irreversibility.
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I Non-linear Approach

Mazur-Ulam Theorem [10]

¢ [fVand W are normed spaces over R and a mapping T : V — W is a surjective isometry,
then, T is af fine, where an af fine map is combination of a translation and a linear map.

Unfortunately, due to the Mazur-
Ulam Theorem stated above.

Definition) Almost Isometry

* (iven a positive real number &, an € — isometry or almost isometryisamapT : V — W bet
ween metric spaces V and W such that for v,v' € V on has |dy,(T(v), T(v") — dy(v,v")| < ¢,
and for any point w € W there exists a point v € V with dW(W, T (v)) < g, where dy and dy,
are metrics of V and W, respectively.

[10] Mazur, Stanistaw, and Stanistaw Ulam. "Sur les transformations isométriques d’espaces vectoriels normés." CR Acad. Sci. Paris 194, no. 946-948 (1932): 116.
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Isometric Neural Network INN for Template Expander

Maintaining the almost isometry
Choosing suitable non-linear activations
Reducing the use of learnable parameters as much as possible

Increasing the depth of neural network

RELU
I I Activation|  Fully-connected
' GELU 2n 2n [Normarize Layer
t —plo nﬁgé"(;'nal 5| Fully-connected Activation »| Fully-connected
matrix Layer Normalize Layer
0 IZn
I | I Fully-
SELL - connected —— TE(t)
Repeat same architecture twice P 0 I Normalize Layer Normalize
- Sl . ctivation n
X 2 (FC — GELU — Matrix Multiplication - Normalize)
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Performance Evaluation

¢+ We use four popular datasets LFW, AgeDB-30, CFP-FP, and IJB-C which are widely used for the
accuracy evaluation of face recognition system.

¢ These four sets are significantly more challenging compared to Multi-PIE, FEI, and Color FERET
datasets that consists of face images acquired in a controlled environment.

+ \We experiment in various settings of hyper-parameters m and i of C™.

Type | Dataset | TARQFAR Type®| i |[D(L)*|A(L)/M(£)*| Sec® [Dataset | TARQFAR Template | Mem."" | Sec. [Dataset TARGFAR
Lrw 109-67G3e-4 LFW [ 57.72Q0 L aME ALF}’)V:B 82.33@0
99.53@0 , _ _ .. [ AgeDB [ 1.58@0 1024 2MB 1 g pieLAee 20.03@0
. 97 007 IM 16 | 20.36 | 42.15/55.28 |115-bit CTPTPI 55000 14 162.0MB M ITCFP-FP 2229@10
ge 95.13Q0 TJB-C | 70.560Tc-7 Iﬂ?{g 3;2;23”
. 08 11G3c-3 18 [19.10 | 40.97/53.10 |127-bit 48.79@0 - AN s
ArcFace| ST o5 10@0 T7 [ 19.75 [ 41.50/54.16 [121-bit 53.08G0 czpis | 1SN g 1ia-bic [ SECDD L 09.000
97.72@Te-3 15 | 21.04 | 42.62/56.57 |109-bit 58.64Q0 JB-C 02 1001c5
96.60Q 1 e-4 GIM [ 14 [ 22.62 | 43.17/57.17 [103-bit| LFW [63.00@0 LFW [ 09.53@0
1JB-C [94.93@1e-5 T3 | 23.56 | 43.62/58.36 | 07-bit 72.59Q0 wos | 67.IMB | [AgeDB[92.23@0
90.55Q 1c-6 T2 [24.62 | 44.15/58.68 | O1-bit 77.72Q0 Clo +1.01GB | 108-Pit P T95.06@0
76.48Q1e-7 11 | 25.84 | 44.62/60.84 | 84-bit 82.08@0 TJB-C | 96.065@0e-5
_ LFW | 99.63@0
Table 1. ArcFace Table 2. IronMask and Generalized IronMask 8102 268MB |, o . [ AecDB [ 05.7301c-3
10 +4.03GB | [CFP-FP| 96.01@3c-4
[IB-C | 97.40@8e-3

Table 5. Template Protection with Neural
Network based Template Expander
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